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SOCIAL MEDIA – DOD‟S GREATEST INFORMATION SHARING TOOL OR 
WEAKEST SECURITY LINK? 

 
 

Introduction 
 
 For many years there has been continual debate regarding the security of, and 

access to, the Department of Defense‟s Global Information Grid (DoD GIG). Some 

advocate denying all access to the internet from official military systems, others 

advocate limited access to a selected set of users and a specific set of commercial web 

sites, while a third group advocates open access to all – and there is a range of 

opinions and exceptions within these three groups. This ongoing debate has intensified 

recently due to the increased use of Social Networking Services (SNS), often called 

social media, emerging media, or new media. The Department of Defense (DoD) has 

chosen a different term – Internet Based Capabilities1 - to refer to these tools. The term 

social media will be used throughout this paper to describe the services that have been 

discussed most adamantly as increasing the security risk to the GIG. These social 

media services are:  Facebook, Twitter, Flickr, YouTube, Wikipedia, and blogs. Over the 

past year (2009), the DoD has been reviewing the use of, access to, and impact on both 

the information network and the work environment (productivity) of these social media 

services. The Office of the Secretary of Defense (OSD) and each separate service 

within the Department – Army, Navy, Air Force, and Marines – developed their own 

policies in the interim prior to the release of the DoD Directive Type Memorandum 

(DTM) on February 25, 2010. These interim policies ranged from deny all access 

(Marines)2 to allowing unlimited access (Army) until an official DoD wide policy3 is 

released. Each was different and caused confusion among the administrators, the 
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users, the public (families, friends and supporters of the military service member), and 

other civilian and government agencies that work with the different services. The varied 

policies also caused confusion internally within the services, the senior leadership, and 

the individual military members who were expected to adhere to these policies. For 

example, is a Marine who is assigned to an Army installation and unit allowed to use 

social media services?  Strict adherence to Marine policy states no, while Army policy 

states yes. It was also unclear to many if the restrictions applied only to the official 

military systems or extended to personal home use. It became quickly apparent that the 

lack of an official, clear, Department-wide policy was becoming both a personnel and a 

public relations issue.4 

 A secondary question is the role of government developed social media tools 

used internally for collaboration, such as the Intelligence community‟s Intellilink (a 

version of Wikipedia), Analytic Space (A-Space, a „Facebook for Spies‟5), and milSuite6.  

These tools have been developed based on commercial designs, but are behind the 

GIG firewall, and thus (in theory) not as vulnerable to infiltration and other security 

concerns as are the commercial social media sites. Since these sites are password 

protected and access must be vetted and approved by a controlling authority, the 

audience is limited to those who are granted a certain level of „trust‟ by being a member 

of the larger government community. This trust relationship is at the heart of the 

uncertainty surrounding the opening up of DoD networks to commercial social media. 

But with both types of social media tools (civilian and government), there is the 

overarching debate over the usefulness and appropriateness of these networking and 

collaboration tools in the performance of the DoD‟s missions.  
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 This paper will consider the use of commercial social media in the Department of 

Defense through: review of current network security and operational security (OPSEC) 

policies to determine the adequacy of these documents to respond to any additional 

threat or risk to the GIG; review of current use of social media tools within the DoD prior 

to a final, official DoD policy; review of the expected impact of the recently released 

DoD DTM7 and supplementing service memorandums8 regarding use of Internet-based 

capabilities (social media) on military networks; and finally, provide recommendations 

on how to strengthen network defense by coordinating security policy implementation 

and emphasizing user responsibility at all levels. 

Background 

 The Department of Defense is subject to continuous network probing by those 

seeking to infiltrate in order to obtain information regarding military plans, operations, 

policies and personnel. According to one report, the Department of Homeland Security 

and the Department of Defense “reported 5,488 known breaches to U.S. Government 

computers, and 54,640 incidents of malicious cyber activity against the Department of 

Defense alone in 2008.”9 Additionally, information regarding the design of an advanced 

military aircraft, the Joint Strike Fighter, was recently obtained by intrusions into a U.S. 

Defense Contractor‟s network.10 These and many other breaches, intrusions, probes, 

and attacks are conducted daily. These successful infiltrations occur despite numerous 

Federal Government and Department of Defense Information and Network policies, 

Information Security training requirements, Information Security certification 

requirements, and various agencies and offices within the Federal Government and 

DoD dedicated to ensuring the GIG is secure (i.e. - U.S Strategic Command 
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(USSTRATCOM), Joint Task Force – Global Network Operations (JTF-GNO), Defense 

Information Systems Agency (DISA) and each of the service Chief Information Officers 

(CIOs), to name a few). 

 Incidents of cyber attack to DoD information networks occurred long before the 

advent and introduction of social media services. Of common knowledge are attacks 

through email systems using techniques known as social engineering or „Phishing‟. 

When successful, these attacks install malicious software (malware), Trojans, spyware 

or worms into the network. Information Assurance training and education has been an 

annual requirement for military information systems users (this includes all civilians and 

military personnel with access to and use of a military computer) for a number of 

years.11 Despite this training, and despite publication in reports (in classified, 

unclassified and open source documents) of these attacks on a regular, almost daily 

basis, failure on the part of the Information Technology administrator or the Information 

Systems user to adhere to the standards or training is the common cause of most 

successful attacks.12 

 U.S. military personnel use commercial social media tools to communicate with 

friends and family others while deployed or simply away from „home‟, while others use 

Web Logs (blogging) to tell their stories to the world at large. Many times soldiers and 

families feel that their „First Amendment right‟ of freedom of speech is somehow violated 

when the use of social media tools is banned or restricted.13 This clouds the discussion, 

though it is an issue that must be addressed, particularly in this time of two wars and 

thousands of soldiers deployed, fighting for what their family members and the public at 

large believe are all the rights of American citizens.14 Consequences of a complete ban 
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on social media tools may result in negative impact on the recruitment and retention of 

the most important element of the military – its people. Or, if nothing else, bad public 

relations at a time when the military leadership requires the continued support of the 

American people. 

Definition of Social Media 

 There are many definitions for social media (aka social networking, social 

software, emerging media, new media). For the purposes of this paper, social media 

refers to “an umbrella concept that describes social software and social networking – 

social software refers to various, loosely connected types of applications that allow 

individuals to communicate with one another, and to track discussions across the web 

as they happen”.15 In the Department of Defense, the social media used most 

prevalently are Facebook, Twitter, Flickr, and YouTube. It is these outward facing, 

public internet, commercial tools that are of concern and will be discussed in this paper. 

 Other social media tools used within the DoD GIG are used for collaboration in 

day-to-day operations. Some of these tools are Intellilink (a form of Wikipedia), „A-

Space‟ (Analytic Space used in the Intelligence Community), and Web Logs (blogs). 

The Army has developed its own suite of tools called „milSuite‟16 which contains 

features that attempt to replicate the commercial software look, feel and function: 

milWiki (Wikipedia), milBlog (blogs), and milBook (Facebook). These tools are 

advertised as “offering users an opportunity to learn, share and connect with the 

AKO/DKO17 community”. Each of these tools enables information sharing, collaboration, 

„crowd-sourcing‟, and the ability to reach and share information to build awareness and 

understanding with those outside of the immediate work environment and usual 
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information channels. This is „networking‟ in the professional sense, and not subject to 

the same negative connotation of „social‟ networking given to the commercial social 

media tools that are believed to be a security risk to the military networks (the GIG). 

Open Government Initiative 

 In January 2009, President Obama signed the Open Government Initiative. This 

initiative informed the Federal Departments and Agencies that they were required to 

start thinking of new ways to conduct operations. Three main points were detailed in the 

initiative18: 

 Government should be transparent – Transparency promotes accountability 
and provides citizens information about what government is doing 
 

 Government should be participatory – Engage the public in policy-making 
discussions and open dialogs for ideas regarding ways to improve 
government operations 

 

 Government should be collaborative – Engage the American public in the 
workings of their government. Collaboration and information sharing among 
federal departments and agencies, as well as other non-government agencies 
and the private sector in order to improve services, respond to crises, solicit 
feedback and improve partnerships 

 
The intent of this initiative is to harness and use new technology (social media tools 

being part of the new technology) to share information between the Federal government 

and the citizens it serves, to seek input, and to engage in an open and continuous 

dialog. The Department of Defense, of course, is an element of the Federal 

government, and therefore, must comply with this initiative. Open discussions, seeking 

input, and continuous dialog are new concepts to the DoD, an organization that 

traditionally communicates through media releases, with the only „dialog‟ being question 

and answer periods following a news conference or an official interview.  
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 On December 8, 2009, the Open Government Directive was released. This 

document directed “executive departments and agencies to take specific actions to 

implement the principles of transparency, participation and collaboration set forth in the 

President‟s memorandum”.19 The Directive set milestones and timelines to develop a 

plan on how each was to enable a more open and collaborative environment in their 

respective agencies. A review of Federal department web sites shows that many have 

chosen social media tools that are popular, familiar, and easily accessible to the public 

as a starting point.20 As a reference point, the following shows the use of Twitter and 

Facebook by the Department of Defense and the number of „followers‟ as a gauge of 

interest in obtaining information from these agencies (data taken from the „Official 

Department page‟ as of the date shown in 2010): 

 Agency    Twitter (Feb 24)  Facebook (Feb 22) 

 DoD        3,794       20,160 

 Chairman, Joint Chiefs of Staff   16,463         8,824 

 Army       25,216      170,854 

 Navy         8,725        81,667 

 Air Force        8,269        34,101 

 Marines        7,622          7,162 

 National Guard21       3,743          6,847 

 State Department      14,443        31,671 

The need to meet the timelines implied in the Open Government Initiative and detailed 

in the Open Government Directive required the DoD to begin utilizing these tools before 

an official social media use policy could be finalized. In the interim, some services 
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embraced its use, while others denied access from official military networks due to 

uncertainty and the perceived level of risk regarding network and operational security 

vulnerabilities. Thus, in the absence of formal guidance, some senior leaders took the 

initiative. The Chief, National Guard Bureau is one who has embraced the use of social 

media and has written about its importance: 

 My first exposure to Twitter, a ―micro-blogging‖ service, happened in Europe 
at our State Partnership Program conference. The conference chair opened 
with an announcement about the conference hash tag for Twitter. I had no  
idea what he was talking about, but several attendees did. Those attendees 
pointedly told me the information was useless to National Guard members  
since our networks blocked access to Twitter. Well, we fixed that problem, and  
I began to learn more about this new phenomenon and its potential impact on  
how we communicate. 
 
I use it to stress important messages to the National Guard community. Issues 
such as the importance of flu vaccines or National Preparedness Month can be 
highlighted to a broader audience. I also retweet stories from other senior  
Defense leaders and organizations to help them spread their core messages. 
 
The technology folks also worry about security of the network from attack —  
also a valid concern. But my response is: "Figure it out." These tools are too  
important to lock away. Some of the brightest minds in the country are focused  
on securing our networks and lowering this risk. I am confident they have the  
skills to both empower users and protect critical systems and data. 22 

 
Information Sharing and the Need for Increased Collaboration 
 
 The 9/11 Commission Report issued in July 2004 drove home the fact that 

information is not always shared across the organizational boundaries of the separate 

governmental agencies. The development and slow implementation of internal 

government information sharing and collaboration policies resulted. The National 

Strategy for Information Sharing was released in October 2007 -six years after 9/11 and 

two years after Hurricane Katrina.23 This document directs government agencies to 

focus their efforts on information sharing within the federal government, and also down 
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to the state, local, tribal and sometimes private sector critical infrastructure sector 

entities:24 

 For the past six years, this Administration has worked within the Federal 
 Government, and with our State, local, tribal, private sector and foreign 
 partners to transform our policies, processes, procedures, and – most 
 importantly – our workplace cultures to reinforce the imperative of improved 
 information sharing. The exchange of information should be the rule, not 
 the exception, in our efforts to combat the terrorist threat.  
 
This document spawned supplementary, lower level documents that provided additional 

specificity regarding information sharing goals, techniques, expectations, management, 

and training. Some of these documents include: 

 Department or Defense Information Sharing Strategy25 - Four goals are outlined 

o Promote, encourage, and incentivize sharing 

o Achieve an extended enterprise 

o Strengthen agility in order to accommodate unanticipated partners and 
events 
 

o Ensure trust across organizations 

 United States Intelligence Community Information Sharing Strategy26  - A central 
principle is the recognition that information sharing is a behavior and not a 
technology 
 

 Department of Homeland Security Information Sharing Strategy27 - written to 
correct the interagency information sharing failures documented by the 9/11 
Commission and Hurricane Katrina reports 
 

These three strategies took the mandates from the National Strategy and developed 

details to guide their separate departments regarding information sharing internally 

within, and external to their own organization. 9/11, Hurricane Katrina, and other recent 

national disasters have proven that the development and institutionalization of 
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information sharing and collaborative tactics, techniques and procedures must be in 

place and practiced prior to the event occurring. 

Network Security and Information Assurance Policies 

 

Figure 1.  On Cyber Patrol Training cartoon 

 A chart developed by the Deputy Assistant Secretary of Defense for Cyber, 

Identity and Information Assurance (DASD(CIIA))28 that accompanies the DASD(CIIA) 

Strategy29 lists over 190 separate laws, strategies and policies, a number that does not 

include the various OPLANS (Operations Plans) and CONPLANS (Contingency Plans) 

of USSTRATCOM (U.S Strategic Command30).  
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Figure 2.  DASD(CIIA) Related Policies chart 

This comprehensive chart provides a view of the myriad of applicable policies DoD 

agencies must adhere to in building, operating and securing the GIG.31 The DASD(CIIA) 

Strategy “sets forth to support the DoD vision of freedom of action in cyberspace where: 

 DoD missions and operations continue under any cyber situation or condition 

 The cyber components of DoD weapons systems and other defense platforms 
perform only as expected 
 

 DoD Cyber assets collectively, consistently, and effectively act in their own 
defense 
 

http://iac.dtic.mil/iatac/download/ia_policychart.pdf
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 The Department has ready access to its information and command and control 
channels and its adversaries do not 
 

 The Department of Defense information enterprise securely and seamlessly 
extends to mission partners”32 
 
A review of this chart reveals it is not all inclusive. Missing are the separate 

service regulations that further define the steps the information system network and 

security managers must adhere to in order to comply with these higher level 

requirements. For example, Army Regulation 25-2, Information Management / 

Information Assurance33 refers back to Department of Defense Directive 8750.01, 

Information Assurance Training, Certification and Workforce Management34, providing 

additional detail and amplification, and  

“assigns responsibilities for all Headquarters, Department of the Army  
(HQDA) staff, commanders, directors, IA personnel, users, and developers 
 for achieving acceptable levels of IA in the engineering, implementation, 
 operation, and maintenance (EIO&M) for all information systems (ISs)  
across the U.S. Army Enterprise Infostructure.”35  

 
 The questions become: With all these policies, how is it that the Department of 

Defense‟s military information systems networks are still being infiltrated, and sensitive 

military information is still being stolen?  Is it impossible to secure the information 

systems 100%? Are risks being taken? Are these risks at an unacceptable level? Does 

DoD need to completely isolate it‟s networks from the internet? Would this mean the 

„terrorists‟ (cybercriminals, hackers, etc) have won? 

Information Systems Certification – Hardware and Software 

 Department of Defense Directive 8510.01 (DODD 8510.01)36 specifies the 

processes necessary to accredit an information system (any piece of hardware ranging 

from server to workstation) prior to it being connected to the GIG. These standards are 
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detailed, and numerous layers of management are assigned the responsibility to ensure 

these accreditation standards are met, reviewed, renewed and followed. This Directive 

interprets and amplifies for DoD the laws set forth in U.S Code, commonly known as the 

Federal Information Security Management Act (FISMA) of 2002.37 The standards are 

very straightforward, detailing what is expected and who is responsible. 

 “The head of each agency shall be responsible for:38 

 providing information security protections commensurate with the risk  
and magnitude of the harm resulting from unauthorized access, use, 
disclosure, disruption, modification or destruction 

 ensure that senior agency officials provide information security for the 
information and information systems that support the operations and  
assets under their control including 

o implementing policies and procedures to cost-effectively reduce 
risks to an acceptable level 

o periodically testing and evaluating information security controls  
and techniques to ensure that they are effectively implemented 

 ensure that the agency has trained personnel sufficient to assist the  
agency in complying with the requirements of this subchapter and  
related policies, procedures, standards and guidelines 

 ensure that the agency Chief Information Officer, in coordination with  
other senior agency officials, reports annually to the agency head 
on the effectiveness of the agency information security program,  
including progress of remedial actions” 

 
 As stated, each service then develops a policy based on the higher level 

authority to provide further detail and guidance to their own personnel. For example, the 

Army has three publications which discuss Information Assurance requirements:39 

 Army Regulation 25-2, Army Knowledge Management and Information 
Technology 
 

 Army Regulation 25-2, Information Assurance 

 Army Regulation 380-53, Information Systems Security Monitoring 

Another standard, this one pertaining to software, is the Federal Desktop Core 
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Configuration. In 2006, the U.S. Air Force, in partnership with Microsoft, developed what 

they called the „Standard Desktop Configuration‟40 in order to support their information 

security and information management efforts. After successful deployment of these 

standards across their 435,000 desktops and laptops, with the main feature being the 

disabling of „System Administration‟ capability from all users except for legitimate 

System Administrators, the Air Force shared their initiative with the other services. This 

initiative was such a success that the DoD, Army, Navy and Marines all adopted these 

standards. A „good idea‟ is good to continue to share, so in 2007, the Office of 

Management and Budget adopted these standards and made them mandatory across 

all Federal Departments and Agencies. The memorandum is titled “Implementation of 

Commonly Accepted Security Configurations for Windows Operating Systems”.41 The 

standards are applicable to all information systems using Microsoft XP and Vista, 

Internet Explorer and Microsoft Office, and must be considered in the acquisition of any 

new products.42 The development of these standards was in collaboration with the 

National Institutes of Technology (NIST), DoD, and the Department of Homeland 

Security (DHS). An outside observer would assume that all this coordination, effort and 

acceptance of these standards would help solve the network security problem. The 

OMB Mandate states43 

 DoD has worked with NIST and DHS to reach a consensus agreement on  
secure configurations of the VistaTM operating system, and to deploy standard  
secure desk tops for Windows XPTM. Information is more secure, overall network 
performance is improved, and overall operating costs are lower. 
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Apparently the FDCC was not the final solution. The Air Force has recently contracted 

with private industry for a $9.7 million dollar Host Based Security System (HBSS)44 that 

will also be deployed throughout the GIG. Some of the benefits of this system are: 

 Built on McAfees‟s Host Intrusion Protection System 
 

 Will be deployed on over 5 million desktops, laptops, notebooks, and servers 
 

 Is the first and last line of defense – provides 360 degree protection 
 

 A „game-changer‟ in terms of virus protection 
 

With all these promises, it could be assumed that the DoD/GIG network security 

problem is solved – ready for any and all forms of attack. Unfortunately, these same 

promises are made over and over with each new information security software 

deployment. Only time will tell. 

 Unfortunately, all of these standards cannot seem to stop network security 

breaches. Risk to the GIG with social media tools is no greater than inappropriate use of 

hardware. Examples of inappropriate use of hardware are two recent events regarding 

the use of USB devices which has caused a ban to be placed on these items until 

further guidance is developed. These examples are: USB devices containing worms 

and malware being used to transfer information from Secure (SIPRnet) systems to 

nonsecure (NIPRnet) systems45, and USBs containing sensitive military information 

found to be for sale at Afghan bazaars.46 In both examples, it is the user (individual) 

who caused the insecurity, not the information system. Failure to properly use and 

maintain control of hardware is the cause of these insecurities.  
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Figure 3. On Cyber Patrol training cartoon – USB drives47 

 Another problem occurs with the banning of the use of USB devices – 

Commanders still order their subordinates to „get me that information now‟, causing the 

subordinate to „work around‟ the security rules, up to and including emailing the 

information to an unsecured account – such as „gmail‟ states Richard Ford, Computer 

Science Professor of Assured Information at Florida Institute of Technology.48 For 

policies and procedures to be successful, people must adhere to them. 

Network Administrator Training and Requirements 

 DoD Directive 8570.01, Information Assurance Training, Certification and 

Workforce Management, details the requirements for all personnel who use military 

systems at all levels - from systems administrators to users. The Directive states that: 

 All authorized users of DoD Information Systems (IS) shall receive initial 
Information Assurance (IA) orientation as a condition of access and thereafter 
must complete annual IA refresher training 
 

 Privileged users and IA managers shall be fully qualified, trained and certified to 
DoD baseline requirements to perform their IA duties 
 

 Personnel performing IA privileged user or management functions, regardless of 
job series or military specialty, shall be properly identified in the DoD Component 
personnel databases 
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 All IA personnel shall be identified, tracked and managed so that IA positions are 
staffed with personnel trained and certified by category, level and function 
 

 All positions involved in the performance of IA functions shall be identified in 
appropriate manpower databases by category and level 
 

 The status of the DoD Component IA certification and training shall be monitored 
and reported as an element of mission readiness and as a management review 
item49 
 
DoD Directive 8570.01E is an overarching document. More specific guidance 

regarding specific training and certification requirements at each level of use and 

function is detailed in DoD Manual 8570.01-M.50 Three main points emphasize that IA 

personnel must be properly trained, and managers must: 

 Implement a formal IA workforce skill development and sustainment process, 
compromised of resident course, distributive learning, blended training, 
supervised on the job training (OJT), exercises and certification/recertification 
 

 Verify IA workforce knowledge and skills through standard certification testing 
 

 Augment and expand on a continuous basis the knowledge and skills 
obtained through experience or formal education 
 

So, what is lacking in these policies? What is missing that is allowing an increasing 

number of network intrusions? Is it a lack of policies to cover each type of incident, or is 

it a failure on the part of the personnel implementing the policies? Is it a lack of skill, 

training, adherence to security requirements in the DoD workforce, or is it that there are 

so many policies, so many different types of hardware and software, and so many ways 

the „black hats‟ (bad guys) can stay ahead in the various ways they devise to introduce 

malware, Trojans or exploit the network through spear phishing attacks, that result in so 

much probing of, and successful attacks on, the GIG? 
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User Level Training 

 There are two main elements to user level training: training regarding the 

standards of use of the hardware and software assigned, and training on Operational 

Security (OPSEC) with respect to the information posted and shared over military 

information systems. Both of these are of major concern when discussing the use of 

social media on the GIG. OPSEC is also a concern over any communication medium – 

personal, telephone, letter, email, and social media – by members of the DoD. The old 

World War II adage of „loose lips sink ships‟ is still applicable today, and social media is 

just the latest form of communications technology that require personal diligence in its 

use. 

 As stated above, DoD Manual 8570.01E mandates “all authorized users of DoD 

IS shall receive initial IA awareness orientation as a condition of access and thereafter 

must complete annual IA refresher training”.51 DoD Manual 8570.01-M, Chapter 6 states 

in great detail the user level training requirements, to include:52  

 Examples of external threats such as script kiddies, crackers, hackers, 
protesters, or agents in the employ of terrorist groups or foreign countries 
 

 Authorized user risk from social engineering 
 

 Knowledge of malicious code (i.e. logic bomb, Trojan horse, malicious mobile 
code, viruses, and worms) including how they attack, how they damage an IS, 
how they may be introduced inadvertently and/or intentionally, and how users 
can mitigate their impact 
 

 How to prevent self-inflicted damage to system information security through 
disciplined application of IA procedures such as proper logon, use of passwords, 
preventing spillage of classified information, e-mail security, etc 
 

 Embedded software and hardware vulnerabilities, how the DoD corrects them 
(e.g. IAVA53 process) and the impact on the authorized user 
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Again, it appears that the IA rules and requirements are well defined and detailed. So, 

why are so many insecurities caused by user failure to adhere to and implement the 

training received? Some believe the blame lies directly with the human factor influences 

at all levels: 

 The end user – the service member or Pentagon civilian sitting at his desktop 
- is largely responsible for letting in these electronic intruders. They’re the 
ones who set passwords to ―1234‖, plug unknown drives into their computer, 
or download a Trojan virus when all they meant to do was sneak a peek at  
some online porn. ―This makes us our own worst threat‖, writes one DoD  
network security specialist. ―There are a variety of reasons for this and most 
are tied to the collective DoD inability to mitigate known vulnerabilities –  
vulnerabilities users intentionally and unintentionally utilize to create adverse 
impacts or risks‖. 
 
The Pentagon spends millions of dollars every year on so-called ―information 
assurance‖ – checking to see that military desktops are loaded only with trusted  
software, and reminding users not to respond to e-mails from Nigerians with  
dubious business propositions. ―With seven million systems in the DoD, think 
how many idiots there are bound to be,‖ one Pentagon cybersecurity official 
says. 54 

 
Operational Security (OPSEC) Concerns vs Network Security Concerns 
Regarding Social Media Use 
 
 OPSEC concerns regarding social media have almost clouded the discussion. 

While there are legitimate concerns, there are also many regulations covering OPSEC 

(not as many as cover network security, but enough). OPSEC is included in the user 

level information security training cited above, and is also a general requirement for all 

military personnel – and not just in regards to use of computers. DoD Manual 5205.02-

M provides guidance on OPSEC. OPSEC is defined as:55 

 The OPSEC process is a systematic method used to identify, control, and  
 protect information. 
 
 Critical information is information about DoD activities, intentions, capabilities, 
 or limitations that an adversary seeks in order to gain a military, political, 
 diplomatic, economic, or technical advantage. Such information, if revealed  
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 to an adversary, may prevent or degrade mission accomplishment, cause 
 loss of life, or damage friendly resources. 
 
To assist in training OPSEC standards specifically regarding social media tools, the 

services have prepared brochures to guide the service member – and the family 

member – in what they should and should not say when using these capabilities.56 

 Continual emphasis on this aspect of the use of social media tools cannot be 

ignored and must be at the forefront of operator training. But, the fear of OPSEC 

violations cannot be the driving factor in denying access to social media services. It is 

the responsibility of commanders at all levels to train their employees and trust them 

enough to put this „weapon‟ in their hands as much as they train them on all other 

weapons. And if violations occur, retraining and punishment may be required. The 

Israeli Army provides a good example (this Soldier‟s buddies will think twice about what 

they post on their Facebook page from now on):57  

 The Israeli military called off a raid in Palestinian territory after a soldier 
 posted details, including the time and place, on social networking website 
 Facebook. 
 
 The soldier described in a status update how his unit planned a ―clean-up‖  

arrest raid in a West Bank area, the radio station said. Facebook friends  
then reported him to military authorities. 
 
The Israeli military spokeman’s office issued a statement saying the soldier’s 
actions could ―undermine operational success and imperil forces.‖ 
 
 It added that the soldier was sentenced to 10 days’ imprisonment, his 
Combat certificate was revoked, and he was relieved from his battalion. 
 

Social Media Use in the Department of Defense and other Federal Government 
Agencies 
 
 Over the past year, the use of social media services by the Public Affairs 

departments of the Office of the Secretary of Defense, the Chairman of the Joint Chiefs 
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of Staff, and the Army, Navy, Air Force, Marines and National Guard has increased 

exponentially. Most recently (early 2010) the Air Force found Twitter to be an effective 

tool in their earthquake response operations in Haiti; the Navy used Twitter and 

Facebook to keep service members, family, and the public informed during the 

Hawaiian tsunami and the earthquake in Chile, and the National Guard used Twitter and 

Facebook to inform the public of their rescue efforts during the recent devastating 

snowstorms in the northeastern United States. These social media tools are also being 

used to open a dialog with the public, though there is still work to be done. The Army 

periodically invites people to a discussion on Facebook regarding different military 

occupational specialties (MOS), and the DoD has a website titled “Open Government” 

inviting people to “JOIN THE CONVERSATION”.58 

 Use of social media tools on the GIG is now officially sanctioned. On February 

25, 2010, Directive Type Memorandum (DTM) 09-026 was released. This document 

states that “The NIPRNET59 shall be configured to provide access to Internet-based 

capabilities across all DoD Components”.60 Jack Holt, Senior Strategist for Emerging 

Media, OSD, recently released another training tool, a poster called a „Safety 

Checklist‟61 to accompany the DTM, providing additional OPSEC guidance specifically 

for social networking sites, and a link to educational games62 to aid in training on the 

use of these internet tools. DoD personnel and others who follow the daily actions in of 

the DoD are celebrating the increased openness this memorandum is mandating; while 

others are more wary of the implications of increased access to Facebook and Twitter 

from the workplace – concerns ranging from network security issues to OPSEC issues 

to simply „wasting government time‟. This paper thus far has extensively detailed the 
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current regulations that cover network security and OPSEC issues – „wasting 

government time‟ is covered in many personnel policies and is a leadership issue best 

addressed through appropriate channels. 

 The DTM also encourages DoD elements to register their social media sites so 

that the public will be able to distinguish those that are official from those that are not. 

These official sites will be linked off of the main portal of each of the different Services 

as well as the „DoD Live’ portal63. As a point of reference, as of March 5, 2010, the DoD 

had 131 registered Facebook sites; the Army, 177; the Air Force 46; the Navy,150; and 

the Marines, 30.64 

 The Army65 and the Marines66 have recently released their Service specific 

version of the DTM – to specifically address their Soldiers and Marines; the Navy67 is 

promising to issue one soon. Each of these documents, reiterating the DTM, 

emphasizes the user-level training required in order to properly educate the military 

members of the potential for OPSEC leaks, or of increased vulnerabilities to the GIG 

through successful phishing, malware, or Trojan attacks. None of these specifically 

emphasize to the network security administrators the need for increased diligence in 

protecting the GIG through proper network management practices – as stated earlier, 

there are many regulations that cover network management, and the addition of social 

media access does not change the overall IS and IA requirements. The Army 

memorandum specifically addresses user diligence: “All Army personnel have a 

personal and professional responsibility to ensure that no information that might place 

Soldiers in jeopardy or be of use to adversaries be posted to public Web sites”.68 
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 Only over time will it be determined if the policy outlined in the DTM and 

supplemental Service specific memorandum are adequate to address the various 

concerns regarding social media use on the GIG. Until then - the DTM is written, and as 

with all DoD policies, it is to be followed.  And as with all DoD policies, this one will be 

reviewed, revised and re-released as required. 

Current findings of increased risk to the GIG due to use of social media 

 A review of recent articles in leading Federal and commercial Information 

Technology and Information Security publications resulted in scarce discussion 

regarding increased vulnerability or security violations to the network through the use of 

social media tools. A popular belief is that the „tiny URL‟ used in Twitter is a leading 

source of malware. One study of over 1 million URLs discovered that only 0.06% 

redirected to malicious content.69 One „risk‟ apparently unfounded. 

  Another study conducted by the Army found that “official Army Web sites violated 

operational security more than military bloggers”.70 This same report stated that 

resources were being “diverted from reviewing official sites by attention they have to 

give to Soldiers‟ blogs”.71  

 Audits performed by the Army Risk Assessment Cell, found at least 1,813 
violations of operational security on 878 official military Web sites and only 
28 on 594 soldier blogs reviewed between January 2006 and January 2007. 

 
Wired magazine staff attorney Marcia Hoffman (who obtained the Army report) states: 

“It‟s clear that official Army Web sites are the real security problem, not blogs. Bloggers, 

on the whole, have been very careful and conscientious. It‟s a pretty major disparity”.72 

One has to question, with reports such as these from the Army, why there is still such 

concern over individual soldiers‟ OPSEC on personal social media when the actual 
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problem is individual user adherence to the policies when under the auspices of their 

official military duties. Could it be that the punishment for violations for personal use are 

more severe than those under professional use? 

Conclusion and Recommendations 

 Rules, regulations, policies, standards, specifications – all are created by people, 

by humans. A review of numerous articles, reports, regulations and interviews has 

shown that the biggest vulnerability in network security is the human in the loop. Even if 

information systems are automated to detect intrusions (which they are), it is the human 

that must ensure the most up-to-date version of the intrusion detection system is 

installed; it is the human that must check the logs and interpret them in order to 

understand and correct the vulnerabilities in the system. So, instead of reinforcing the 

opinion of the Pentagon cyber security official who believes there are a „bunch of idiots 

out there‟73, efforts must focus on creating tools that are useable. Studies conducted at 

Carnegie Mellon University are pointing in that direction. Dr Lorrie F. Cranor, Director of 

Cylab Useable Privacy and Security states, “In order to develop tools that will be 

effective in combating these schemes (phishing), we first must know how and why 

people fall for them”.74 The same can be said regarding any aspect of network security 

– before we can be effective in combating these schemes, intrusions, insecurities, we 

must first understand why, in the face of numerous articles, reports, investigations, 

speakers, experts, salesmen and others – the human in the loop still decides to ignore 

the repeated warnings and education to properly utilize and maintain the GIG. 

 Implementing the „easy‟ solution does not solve the problem – “The armed forces 

find it much easier to ban something than to educate its troops about responsible use”.75 
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The DoD must: 

 Continue training on both network security and OPSEC 

 Continue partnering with industry to make security awareness and security tools 
more user friendly so they will be followed 
 

 Continue reporting attacks – sharing information regarding attacks with others 
will only strengthen the defense of the network overall. Learn from each other 
mistakes 
 

 Develop defense-in-depth techniques focusing more on protecting the data than 
on building a better wall to keep the cyber criminals out. Encrypt data so that only 
those authorized can obtain it, and teach users to not use the same password for 
each application and portal they use (one of the biggest vulnerabilities) 
 

 Establish and enforce punishments for those network administrators who fail to 
properly perform their Information Security duties, and to those who provide 
information on official military web sites and social media sites as strongly and 
quickly as they are enforced to the individual service member on a personal 
social media site. 
 
Information systems security starts at the beginning, with the education in our 

schools and our homes. Today‟s generation has grown up using computers, and today‟s 

generation will be the one to look to solve the vulnerability issues. The United States 

must increase education in the schools regarding cyber use, increase the interest in 

math and science for all students, and encourage young people to realize that 

computers do more than provide a great „toy‟ to talk to your friends and play video 

games. DHS Secretary Napolitano discussed the need to hire 1,000 cyber security 

experts over the next three years to meet the nation‟s information security vulnerability 

challenges76, and both she and the newly appointed White House Cyber security 

Coordinator are focusing on efforts to encourage the government, private sector, and 

citizens to all work together on these challenges. DHS is currently sponsoring a National 

Security Awareness Challenge to increase cyber security awareness and aid in cyber 
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education efforts.77 As the public becomes more educated in the realities of cyber 

security, the efforts of the Department of Defense will be better supported from a more 

informed public and a more educated pool of recruits (both civilian and military) to fill 

positions in units at all levels. 
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